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Abstract— Measuring semantic similarity between words is very useful in information retrieval. Semantic similarity meas-
ure is so useful in many applications, and in the proposed work it is used to create a model Semantic Search Engine. The 
Semantic Search Engine uses in one hand a Technical Database for computer technology and a Semantic Similarity database 
to retrieve the resultant Web page for the query word. When a query word is given in the user interface the search engine 
first searches for the word in the technical database if the word is present the respective Webpage is displayed. If the word is 
not present in the technical database then the query word is searched in the semantic similarity database. If there are any 
similar words for the query word those words are displayed as recommendations to the user. The user has to select one of 
the similar words from the recommendation and accordingly the result page is retrieved. The semantic similarity measure 
between the words is evaluated using both Pearson correlation coefficient and Spearman correlation coefficient. The time 
taken to retrieve the relevant Webpage in semantic search engine is compared with normal search engine. The Precision and 
Recall is calculated for semantic search engine and the results are compared with normal search engine. 
 

Index Terms— - Information retrieval, Precision, Recall, Search engine, user generated content 
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1 INTRODUCTION                                                                     

eb has a lot of hidden information that are interconnected 
by various semantic relations. Semantic similarity meas-

ure helps to identify the semantic relations within the web data 
which in turn help to extract the useful information from the 
data. Providing a semantic wise search engine is a challenging 
task in information retrieval.  

 WordNet could not provide an efficient method to find the 
semantic similarity because the semantic similarity between the 
words usually changes with time and domain. 

More efficient way to measure the semantic similarity is au-
tomatic method through search engines [1]. Page counts, dic-
tionary based metric and snippets are some types of useful in-
formation provided by a search engine. Page count for a query is 
the number of web pages returned as a result to the user by the 
search engine. Page counts for two words provide the global co-
occurrences of the two words on the result web pages. If two 
words have more page count then they are more similar.  

But page counts alone as a similarity measure has lot of 
drawbacks. First, page count for a query word ignores the 
position of that word in a page. Second, a page count for 
polysemous word (a word with multiple senses) contains 
a combination of all its meanings. Moreover, due to the 
presence of scale and noise on the web, unrelated words 
might co-occur on same pages. So, page counts measure 
alone could not be used for measuring the semantic simi-
larity. 

Snippet is the window of text provided by the search engine 
which reveals the information in brief about the query terms. 
Snippets avoid the need to download the exact Webpage. Snip-
pets saves time to the users. Snippets of the two words represent 
the local context occurrence of the query word. Consider a snip-
pet from Google for the query Glass AND Magician. 

“Wednesday started for me with a lecture by Tim Star, a Swedish 
magician who has and glass steal from the table and finished by pro-
ducing both his shoes!” 

Since only top ranked snippets are processed well by the 
search engine considering snippets alone as a metric to measure 
semantic similarity poses many drawbacks. Also it is not guaran-
teed that the top ranked snippets provide the complete needed 
information about the query to the users. 

 In this paper, a dynamic search engine is proposed which 
considers the technical dictionary and similarity measure using 
page counts and text snippets for effectively retrieving the in-
formation for the user query. This semantic search engine over-
comes the problems of normal search engine. 

The rest of the paper is organized as follows: Section 2 intro-
duces the literature survey on semantic similarity methods. In 
section 3, detailed representation about the proposed work is 
provided.  Section 4 reveals the system implementation. In sec-
tion 5, conclusion and some future perspectives is presented. 
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2 PRELIMINARY WORKS 
The semantic similarity between the words is measured us-

ing a metric called distance when the knowledge base is like a 
graph [16]. If the two words are represented as two nodes then 
their conceptual distance is the minimum number of edges sepa-
rating the nodes. The drawback with this approach is that it con-
siders that all links in the knowledge base has a uniform dis-
tance. 

Besides evaluating the semantic similarity by considering dis-
tance, Resnik et al [17] measured the similarity using the infor-
mation content. The similarity between two concepts is based on 
how the two concepts share the common information. If the two 
concepts have more common information then they are consid-
ered as a highly specific content. In case of multiple inheritances, 
similarity among words is taken into account. Word sense dis-
ambiguation problem is not considered in this approach. So this 
approach provides the similarity measure based on irrelevant 
word senses.  

Li et al [13] proposed a non linear model which uses the 
combination of structural semantic information from a lexical 
taxonomy and information content from a corpus. The exper-
iment reported a high Pearson correlation coefficient of 0.8914 
on the Miller and Charles benchmark data set. But the pro-
posed work did not measure the similarities among named 
entities. 

Lin et al [11] defined the similarity between two concepts as 
the information that is in common to both concepts and the 
information contained in each individual concept. A universal 
definition of similarity in terms of information theory was pre-
sented. A definition for similarity is provided by Lin that 
achieves two goals: Universality and Theoretical Justification. 
Universality means definition of similarity is applied to many 
different domains. Theoretical Justification means similarity 
measure is not defined directly by a formula. Rather, derived 
from a set of assumptions about similarity. 

Cilibrasi and Vitanyi [3] proposed a similarity metric  us-
ing only page counts retrieved from a web search engine 
which is called as Normalized Google Distance (NGD). NGD 
is based on normalized information distance. The proposed 
methodology does not take into account the context in which 
the words co-occur. 

Sahami [19] used snippets to measure the semantic similar-
ity between two queries. For each individual query, snippets 

are collected and each snippets are represented as a TF-IDF 
weighted term vector. Then normalize each vector and cen-
troid of the set of vectors is calculated. The similarity measure 
is then defined as the inner product between the correspond-
ing centroid vectors. But the similarity measure in the pro-
posed work was not compared with the taxonomy-based simi-
larity measure.  

Chen et al [2] proposed a double-checking model using 
text snippets returned by a web search engine to compute se-
mantic similarity between words. For two words P and Q, 
snippets are collected for each word from a web search engine. 
Then, the occurrences of word P in the snippets for word Q 
and the occurrences of word Q in the snippets for word P are 
counted. These values are combined nonlinearly to compute 
the similarity between P and Q.  But this method depends 
heavily on the search engine’s ranking algorithm. Though two 
words P and Q might be very similar, one cannot assume that 
the word Q could be found in the snippets for P or P in snippet 
for Q, because a search engine considers many other factors 
besides semantic similarity, such as publication date (novelty) 
and link structure (authority) when ranking the result set for a 
query. 

Imen Akermi [8] introduced a new similarity measure be-
tween words using an online English dictionary provided by 
the Semantic Atlas project of the French National Centre for 
Scientific Research and page counts returned by the social 
website Digg.com whose content is generated by the users. In 
the proposed work, polysemy and semantic disambiguation 
problem has been dealt. 

Bollegala et al [1] proposed a web search engine based ap-
proach to measure the semantic similarity which is used in 
query expansion, word sense disambiguation. The proposed 
idea of measuring the semantic similarity is using page counts 
and text snippets. Support vector machine is used for classifi-
cation. 

3 PROPOSED WORK 

For measuring the semantic similarity between the words 
page counts and text snippets based metric collected from 
Web Resources is used. The results are evaluated by compar-
ing the semantic similarity measure with human ratings in 
three benchmark datasets: Miller-Charles (MC), Rubenstein-
Goodenough (RG) and WordSimilarity-353. In the proposed 
work both Spearman correlation coefficient and Pearson Cor-
relation efficient have been used as evaluation measures on 
semantic similarity. The semantic similarity score obtained are 
collected in a database. 

In most of the syntactic based search systems, if the infor-
mation related to the query word is not found in the database, 
it will not provide recommendations about the related query 
terms. The Semantic Search Engine helps the user by provid-
ing the similar words related to the query terms as recom-
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mendations. The Semantic based search systems is more effi-
cient when compared to most of the syntactic based search 
systems by providing the most relevant web pages to the user. 
In the proposed system a model Semantic Search Engine has 
been created which uses the technique of Semantic similarity 
between the words. The proposed Search Engine uses tech-
nical database related to computer terms as well as semantical-
ly similar words database.  The semantic similarity between 
the words is calculated using the existing system and the re-
sults are updated in the database. Manually a technical data-
base has been created which contains the technical terms with 
their meanings related to computer technology.  A framework 
of the proposed system is depicted in the figure 1. 

In the proposed system when an user query is given in the 
user interface the search module searches and provide the 
resultant web page.  
 

 
 

Fig. 1. Framework of the Proposed System 
 

The steps involved in the search module for retrieving the 
resultant web page are as follows:  

1. In a semantic search engine when a query term is given 
first the query term is searched in a Technical Database where 
the Technical Synonyms for each word is collected. If the que-
ry term matches with the Technical Database then the respec-
tive result is retrieved as a result to the user.  

2. If the query term does not match with the Technical Da-
tabase then it is searched in Semantic Similarity Database 
where the semantically similar words ae collected using page 

counts and text snippets collected from the web resources in 
existing system.  

3. If the query term matches, then the semantically similar 
words are categorized to the user as recommendations. From 
the list of category the user have to select the one which the 
user intended to search and accordingly the result web page is 
returned to the user.  

After measuring the semantic similarity between the words 
using the existing system the similar words are collected in a 
database. The technical words related to computer technology 
are collected in another database. A Semantic Search engine is 
created which is designed to do both normal as well as seman-
tic search. In Normal search systems the normal way of  
searching and retrieving the relevant documents for the user 
query is performed. In Semantic search the user query key-
word is searched in technical database as well as in semantic 
similar words database.  

The time taken to retrieve the resultant pages in Semantic 
search is compared with Normal search. The accuracy of the 
resultant pages retrieved in Semantic search is high when 
compared to Normal search. Also the precision and recall is 
calculated for both normal as well as semantic search and the 
results are compared with both searches.  

4 EXPERIMENTAL WORKS 
For measuring the semantic similarity three benchmark da-

tasets such as Miller-Charles (MC), Rubenstein-Goodenough 
(RG) and WordSimilarity (WS) datasets have been taken. MC 
dataset contains 28 pairs of words with 38 annotators and RG 
dataset contains 65 pairs of words with 36 annotators and WS 
dataset contains 353 pair of words with 13 annotators. For 
each pair of words page counts and text snippets are collected. 
For training the Support Vector Machine 3000 synonymous 
and 3000 nonsynonymous word pairs are collected from the 
WordNet. 

The semantic similarity score along with the semantically 
similar words are collected in a semantic similarity database. 
The technical words related to Computer technology is col-
lected in a Technical database. 

The parameters used for evaluating the semantic similarity 
measure is  

1. Pearson correlation coefficient 
2. Spearman correlation coefficient 
Pearson correlation coefficient is a measure of the correla-

tion (linear dependence) between the variables X and Y, giving 
a value between +1 and -1 inclusive. Spearman correlation co-
efficient helps to identify the strength of correlation within a 
dataset of two variables and whether the correlation is positive 
or negative.  
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Pearson correlation coefficient is 
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For computing the effectiveness of the Semantic search en-
gine the parameters that have been used for evaluation are: 

1. Time 
2. Precision 
3. Recall 

Time is the time taken by the semantic search engine to re-
trieve a Web page according to the user query term. Precision 
as per the Equation (3) is an important measure of search ef-
fectiveness. It is the ability to filter out irrelevant hits and focus 
on potentially useful information. In other words, Precision is 
the fraction of retrieved documents that are relevant to the 
search. Recall as per the Equation (4) measures how well a 
search finds every possible document that could be of interest 
to the searcher. In other words, Recall in information retrieval 
is the fraction of the documents that are relevant to the query 
that are successfully retrieved. The formula for calculating 
precision and recall are as follows: 

Precision is 

{ } { }
{ }

relevant documents retrieved documents

retrieved documents

∩
   (3)                         

 
Recall is  

 
{ } { }

{ }
relevant documents retrieved documents

relevant documents

∩

 (4)

 

The Semantic similarity score on Miller-Charles dataset us-
ing Pearson correlation coefficient and Spearman correlation 
coefficient is shown in the table 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table I: The semantic similarity scores on MC data set 

 

Fig. 3.  The time taken by the Semantic Search Engine and 
             Normal Search Engine to retrieve a Web page for a  
            Query term 
 

From the figure 3 it is clearly understood that the Semantic 
Search Engine will retrieve the relevant documents faster 
compared to the normal search engine. Since the normal 
search engine retrieve all the documents that contain the query 
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term it takes time for the user to choose the relevant document 
from the retrieved documents whereas the Semantic Search 
engine will retrieve only the relevant documents using the 
semantic similarity measure.  

The precision measure for the Semantic Search Engine and 
Normal Search engine is depicted in the figure 4. It is clearly 
understood from the figure 4 the Semantic Search Engine re-
trieves more relevant documents than the normal search sys-
tems. The normal search systems do not consider the semantic 
similarity measure while retrieving the documents. So the pre-
cision is low compared to Semantic Search Engine.  

Fig. 4. Comparison between Semantic and Normal Search 
Engine using Precision Measure 

 
Fig. 5.  Comparison between Semantic and Normal Search 

Engine using Recall Measure 
 
The recall measure for the Semantic Search Engine and 

Normal Search engine is depicted in the figure 5. The Semantic 
Search Engine refines the searching according to the user se-
lection from the recommendations listed by the search sys-
tems. So the number of documents retrieved relevant to the 
query are high compared to normal search systems. In normal 
search systems when apple is given as a query term it will re-
trieve all the documents related to apple as a fruit and apple as 
a computer. But the user intended to search as apple as a fruit 

so the user have to select the relevant documents from the re-
trieved result. So the recall measure is low for normal search 
systems compared to semantic search systems.  
 
6  CONCLUSION AND FUTURE WORK 

In this paper, a model Semantic search engine is created 
which provides the semantically similar words for the query 
words as recommendations. The semantic similar words are 
calculated by using both page counts and text snippets. The 
proposed work uses both Pearson correlation coefficient and 
Spearman correlation coefficient for evaluating the semantic 
similarity measure. A Technical Database for Computer Tech-
nology is created which provides the technical meanings for 
the query words. The semantic similarity database contains 
the semantically similar words.  The semantic search engine 
evaluates and retrieves the resultant webpage by using tech-
nical as well as semantic similarity database. Precision, Recall 
and time taken to retrieve the webpage is compared with 
normal search engine and the results are obtained. 

Further the work can be extended by internally modifying 
the user given query by the semantically similar query by the 
search engine to modify the original query. The Semantic 
Search engine has also been further used in the process of 
Query expansion that is a user query is modified using synon-
ymous words to improve the relevancy of the search.  
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